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Natural gas facility methane emissions: measurements by tracer flux ratio in two US natural gas producing basins


Methane (CH$_4$) emission rates from a sample of natural gas facilities across industry sectors were quantified using the dual tracer flux ratio methodology. Measurements were conducted in study areas within the Fayetteville shale play, Arkansas (FV, Sept–Oct 2015, 53 facilities), and the Denver–Julesburg basin, Colorado, (DJ, Nov 2014, 21 facilities). Distributions of methane emission rates at facilities by type are computed and statistically compared with results that cover broader geographic regions in the US (Allen et al., 2013, Mitchell et al., 2015). DJ gathering station emission rates (kg CH$_4$ hr$^{-1}$) are lower, while FV gathering and production sites are statistically indistinguishable as compared to these multi-basin results. However, FV gathering station throughput-normalized emissions are statistically lower than multi-basin results (0.19% vs. 0.44%). This implies that the FV gathering sector is emitting less per unit of gas throughput than would be expected from the multi-basin distribution alone. The most common emission rate (i.e. mode of the distribution) for facilities in this study is 40 kg CH$_4$ hr$^{-1}$ for FV gathering stations, 1.0 kg CH$_4$ hr$^{-1}$ for FV production pads, and 11 kg CH$_4$ hr$^{-1}$ for DJ gathering stations. The importance of study design is discussed, including the benefits of site access and data sharing with industry and of a scientist dedicated to measurement coordination and site choice under evolving wind conditions.
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Introduction

Global atmospheric methane concentrations have increased in the past decade; however, attribution of the root causes has remained elusive (Turner et al., 2016; Rigby et al., 2017; Turner et al., 2017). With production of natural gas comes the potential for emissions of methane, its primary component. Emissions of this greenhouse gas have the potential to offset some of the climate benefit associated with switching from coal power plants to natural gas power plants. Emission rates of methane from the natural gas industry vary by both geographic region (Peischl et al., 2015) and industry sector (Allen et al., 2013; Mitchell et al., 2015; Subramanian et al., 2015). In this study, we examine emission rates from different types of facilities across two natural gas extraction regions.

The natural gas supply chain is typically divided by industry sector. We focus here on the first four sectors: production, gathering, processing and transmission. Briefly, gas is extracted from the ground at wellpads (production sector; characteristic equipment includes wells and tanks for produced water or condensate). Multiple wellpads feed through a network of pipes into central gathering stations where gas is compressed (gathering sector; compressor houses, tank batteries, limited gas treatment equipment) and sent along to processing plants for separation of valuable non-methane hydrocarbons (NMHC) from the gas stream and for any remaining treatment of the natural gas (processing sector; distillation columns, turboexpanders, heat exchangers, etc.) Finally, the purified natural gas is sent to transmission stations (transmission sector; multiple large compressor houses) where it is pressurized further and sent via pipeline to be distributed and used.

Several recent studies have examined methane emissions in these four sectors of the natural gas industry. In a national production study, Allen et al. (2013) report measured methane emission rates from production sites in the US. Though the main results were based on engineering estimates and equipment-level measurements, the 2013...
study also published individual results from tracer flux ratio measurements downwind of 20 wellpads. These tracer results are explored in this manuscript. Subsequent studies published additional equipment-level emissions datasets for pneumatic controllers (Allen et al., 2015a) and liquid unloadings (Allen et al., 2015b). In a national gathering and processing study, Mitchell et al. (2015) used similar tracer methods to describe emission rate measurements from 114 gathering facilities and 16 processing plants across the US. They find skewed emissions distributions (“fat-tail” distributions), and that larger-throughput facilities have smaller throughput-normalized emissions. Subramanian et al. (2015) compared tracer release data to “bottom-up” summations of individual equipment leaks in a nation-wide study of the transmission and storage sector. These multi-basin studies paint a detailed picture of emission rates from these upstream sectors of the natural gas industry. Since they sampled from geographic regions across the US, they can serve as comparison datasets for facility-level emission rates from smaller geographic regions.

Basin-scale aircraft studies have shown that throughput-normalized emissions can vary significantly between regions. Peischl et al. (2015) report basin-level emission rates from three shale plays that make up over 50% of 2013 US gas production: the Haynesville (West Texas & Louisiana), Fayetteville (Arkansas) and Marcellus (Pennsylvania portion only) shale formations. They find that loss rates as a percentage of methane produced were lower than the previously studied Denver-Julesburg (Colorado) (Pétron et al., 2012; Pétron et al., 2014) and Uinta (Utah) plays (Karion et al., 2013).

This paper describes dual tracer flux ratio measurements (Roscioli et al., 2015) of methane emissions from oil and natural gas facilities. Tracer experiments involve releasing known amounts of tracer gases near to suspected methane emission locations. A mobile laboratory transsects the resulting downwind enhancements of methane and tracer gases. The ratios of measured species’ mixing ratios, combined with known tracer release rate, determine emission rates. Such methods have been in use since the 1990’s (Lamb et al., 1995; Shorter et al., 1997), and unlike dispersion methods, tracer flux ratio measurements do not require knowledge of atmospheric stability and transport, and are independent of exact wind measurements and their timescales (Mønster et al., 2014; Roscioli et al., 2015). The use of two tracers allows for a self-contained quality check for each measurement (Allen et al., 2013; Roscioli et al., 2015).

The first study area sampled (DJ) was in the Denver-Julesburg oil and gas play in Colorado, US. This basin produces a combination of oil and gas. The gas is very rich in higher-hydrocarbons (C$_{4+}$, meaning ethane and larger hydrocarbons), with molar ethane to methane ratios often in excess of 17% (see Supplemental Material (SM) Dataset S1). Benzene and other volatile organic hydrocarbons are also present. Methane emission rates from 12 gatherings, 5 wellpads, and 4 processing plants were measured using tracer flux ratio methods during a 2-week period in November 2014. Though transmission lines cross the region, no transmission-sector compressor stations were present within the study area.

The second study area (FV) was in the Fayetteville shale play, in Arkansas, US. The FV study area produces natural gas that is very low in C$_{4+}$, with ethane to methane molar ratios <2% (see SM Dataset S1) or a very “dry gas” with no oil production. The gas is also “sweet”: absent of sulfur impurities like H$_2$S. These properties mean that very little processing is required before the gas is injected into the transmission system. The emission rates from 31 gathering stations, 18 wellpads and 4 transmission stations were measured by two mobile laboratories in a three-week period in September and October of 2015. No processing plants were present within the study area.

Both campaigns were performed under the umbrella of Research Partnership for a Secure Energy America (RPSEA). Additional results from these coordinated campaigns are published separately (Robertson et al., 2017; Schwietzke et al., 2017) including synthesis and reconciliation of diverse methodologies for the FV production sector (Bell et al., 2017) and the FV gathering sector (Vaughn et al., 2017).

Methane emission rates from wellpads, gathering stations, processing plants and transmission stations were quantified. The resulting distributions of emitters were compared to previous tracer flux ratio results from multi-basin studies (Allen et al., 2013; Mitchell et al., 2015; Subramanian et al., 2015). The distribution modes (i.e. most common emission rate) and widths (variability) were compared in order to assess whether each studied area was representative of the larger datasets.

**Methods**

The Aerodyne Mobile Laboratory (Kolb et al., 2004; Roscioli et al., 2015) (AML) step van and miniature AML (minAML) cargo van supported suites of meteorological and analytical equipment. Each vehicle was equipped with GPS and wind monitors and continuously sampled ambient air for methane (CH$_4$), ethane (C$_2$H$_6$), tracer release gases nitrous oxide (N$_2$O) and ethyne (C$_2$H$_2$), and other trace-gas species. Accompanying tracer release vehicles were equipped to transport, release and log tracer gas flows. Methane and tracer measurements were performed with Tunable Infrared Laser Direct Absorption Spectroscopy (TILDAS) trace-gas monitors from Aerodyne Research, Inc. with 1 second sub-ppb precisions of 0.10–0.30 ppb for CH$_4$, 0.03–0.06 ppb for N$_2$O, and 0.03–0.10 ppb for C$_2$H$_2$ depending on the laser region chosen. The full instrument suite is described in greater detail in SM Text S1, Section 1.

In planning these measurements, study coordinators divided the region into geographic clusters of sites (see SM Text S1, Section 2). The FV study area was divided into 17 clusters, 6 of which were chosen as primary measurement areas, in a 130 km by 60 km region. Gathering sites outside this 6-cluster focus area were also measured. The DJ study area was gridded into 12 separate clusters, in an 80 km by 76 km region.

Sampling typically occurred in a single cluster each day in coordination with the other study teams. Within the designated cluster, sites were chosen and visited depending on downwind road access based on the dominant
surface wind direction, and are expected to be representative of the larger study area’s distributions of emitters. The exception to this rule is the set of wellpads measured in the DJ; higher-emitting sources flagged by collaborating teams were targeted for tracer flux ratio measurements.

Site access for the FV study was secured from operators comprising 82% of active production wells, 85% of midstream compression sites (gathering sector), and 67% of transmission sites. Escorts from one of these operators were assigned to each measurement group daily. Escorts did not know which region or set of sites would be sampled in advance. Besides restricting site choice to their company’s assets, operators had no further influence on site choice. The DJ study was performed without site access, and tracer release positioning and measurements were restricted to public roads.

The tracer flux ratio method (sometimes “tracer release” or “tracer method”) involves releasing known quantities of tracer gas(es) close to a suspected source at a facility (Lamb et al., 1995; Roscioli et al., 2015). In this study, N₂O and C₂H₆ were used as tracer gases to measure CH₄ emissions. These tracer gases were chosen because their ambient background concentrations are relatively constant; fast, high-precision instruments to measure them are available; and they are not expected to be present at oil and gas sites (with rare exceptions, see SM Text S1, Section 3).

Since downwind concentration enhancements are directly related to the flow rates at the source, the unknown methane flow \( f_{\text{CH}_4} \) (in standard liters per minute, SLPM) was deduced based on the known tracer flow \( f_{\text{tracer}} \) (SLPM) and the measured concentration enhancements \( \Delta \text{CH}_4 \) and \( \Delta \text{tracer} \), in ppb:

\[
f_{\text{CH}_4} = f_{\text{tracer}} \frac{\Delta \text{CH}_4}{\Delta \text{tracer}}
\]

A major advantage of the tracer flux ratio method over other downwind techniques (Brantley et al., 2014; Thoma and Squier, 2014; Yacovitch et al., 2015) is that it requires no knowledge or simulation of atmospheric dispersion. Wind direction and speed are only used qualitatively, and no parameterization of atmospheric stability is required. Furthermore, placement of the tracers on or adjacent to a site allows the measured emissions to be attributed with certainty to that facility or even to a sub-section of the facility (Roscioli et al., 2015) depending on the proximity of the tracer to the emission source. To achieve this, downwind measurements were performed continuously while in motion to verify that the tracer gases and facility-associated CH₄ were enhanced above background over a similar spatial extent (see SM Text S1, Section 3). The ethane/methane enhancement ratio for each facility was also measured, and together with the spatial characteristics, allowed for methane emissions to be attributed to the site and for any interfering sources to be identified.

The strategies and results of tracer placement are discussed in detail by Roscioli et al. (2015). Briefly, the goal was to place release points as close to suspected methane emission points as possible, ideally closer than 20–50% of the downwind transect distance to the site (Roscioli et al., 2015). Transects were then performed at downwind distances where all site emissions appear mixed; this also reduced concerns about missing emissions from elevated sources (SM Text S1, Section 4). On a wellpad, one tracer was typically placed next to the condensate/produced water tanks, and one next to the wellheads. At a mid-sized gathering station, one tracer was placed next to a bank of compressor houses, and the other next to a battery of condensate tanks. Very large facilities sometimes required performing two sets of experiments to quantify sub-sectors of the site. Tracers were occasionally moved partway through an experiment to better pinpoint an unexpected emission location. When no site access was available, tracers were released from the side of a public road. Ideally, release points bracketed a facility’s fence line, however, in the DJ, facility size and private land restrictions usually prevented this ideal, and tracers were often simply released from an elevated point in the bed of a pickup truck used as a release vehicle and parked at the facility fence line. Non-ideal tracer placement and road access were two factors that limited the quality of some acquired data and resulted in larger errors bar on the final facility emission rates.

For each facility, the AML or minAML measured a set of downwind plume transects. A plume transect is a section of data acquired downwind of a site by driving cross-wind (see the sample plume in SM Text S1, Section 3, or the tracer-only plume in Figure 1). It shows mixing ratios for methane, ethane and tracers going from background values, to elevated values and back again. It typically took the mobile laboratory 1–5 minutes to traverse a plume, and multiple transects were acquired for a given site over the course of 30 minutes to several hours. Several different methods for individual transect analysis were combined to yield the final average determination of the facility-level methane emission rate, in kg CH₄ hr⁻¹.

The measured ratio of tracers in the plume transect was divided by the known ratio of released tracer gases to get a “factor error” (see SM Text S1, Section 5). An automated algorithm determined the best analysis method based on this factor error and on \( R^2 \) values for the linear fits of mixing ratios pairs. Low-quality plumes were rejected in the process. The threshold values used were: \( R^2 > 0.5 \) and \( 0.5 < \text{factor error} < 2 \). These choices aimed to balance the accuracy of each individual plume determination (high accuracy for fewer plumes) against the precision of the final site-wide average (higher precision via many replicates). SM Text S1, Section 5 explores different threshold choices.

The analysis methods chosen varied depending on acquisition distance, road geometry, size of the site and position of the tracers. These individual methods and the method choice algorithm were based upon Roscioli et al. (2015) and are described in SM Text S1, Section 5. In order of preference, the methods used were: 1) dual-tracer correlation, 2) single-tracer correlation, 3) area-area and 4) sum-sum. In non-ideal measurement situations, plumes were manually rejected or the method choice algorithm overridden. For example, if an emission source was further than expected from the tracers, tracer plumes would be
well correlated, but methane-tracer plumes would not. In this case, the area-area method would be manually chosen over the dual-tracer correlation method. Additional examples of exceptions to the algorithm are described in SM Text S1, Section 6.

The use of dual tracers released in known amounts allowed for a check of the data quality for each plume. The performance of the four analysis methods was evaluated by comparing the ratios of released to measured tracer fluxes. The fit exceeded a threshold value, in this case an acceptable one, if the ratio was greater than or equal to 0.5. An example is shown in Figure 1, where the solid lines are the measured wet air mixing ratios of CH$_4$ (gold), N$_2$O (green) and C$_2$H$_6$ (purple). The correlation plot of CH$_4$ vs. N$_2$O is poor, with an $R^2$ of 0.113 (Panel B, red crosses). N$_2$O was chosen as the x-axis here since it had slightly better precision than C$_2$H$_6$. C$_2$H$_6$ could equally be used.

At three wellpads in the FV study area, tracer flux ratio methodology was used to quantify sites with no detected emissions, i.e. sites with emissions below the limit of detection for the tracer flux ratio method (LOD$_{TF}$). In these real-world measurement situations, the size of LOD$_{TF}$ was not limited by instrument precision or instrument LOD (all <1 ppb and tabulated in SM Text S1, Section 1). Rather, variations in ambient methane on the order of 10–30 ppb during each downwind plume transect limited the ability to detect small concentration enhancements due to site emissions. Due to the influence of the local background, each LOD$_{TF}$ is specific to a given site at a given measurement time and cannot be applied broadly across different sites. In the following paragraphs, we show an example of the empirical determination of the LOD$_{TF}$ using real-world data.

The LOD$_{TF}$ calculation was done for sites with clearly observed tracer concentration enhancements, but an absence of correlated methane signal (i.e. no detected methane emissions). A situation where neither tracer nor methane were observed would mean that the site was not actually being measured (a "fail") and would not be appropriate for determination of the LOD$_{TF}$. This specific method was not developed for sites with detectable emissions (i.e. CH$_4$ enhancements correlated to a tracer) but analogous methodology could be devised.

A transect for a site in the FV dataset with no detected CH$_4$ plume was chosen with high-quality tracer signals. An example is shown in Figure 1, where the solid lines are the measured wet air mixing ratios of CH$_4$ (gold), N$_2$O (green) and C$_2$H$_6$ (purple). The correlation plot of CH$_4$ vs. N$_2$O is poor, with an $R^2$ of 0.113 (Panel B, red crosses). N$_2$O was chosen as the x-axis here since it had slightly better precision than C$_2$H$_6$; C$_2$H$_6$ could equally be used.

In the determination of LOD$_{TF}$, a correlation plot was created by plotting a simulated "CH$_4$ expected" vs. the true measured N$_2$O. The expected methane trace is constructed as follows:

$$\text{CH}_4 \text{ expected} = \text{CH}_4 \text{ meas} + a \cdot (\Delta \text{N}_2\text{O meas})$$

where CH$_4$ meas and N$_2$O meas are the measured trace-gas mixing ratios as a function of time, and $\Delta$N$_2$O meas has been background corrected. The unitless factor $a$ determines the size of the simulated CH$_4$ plume. In this procedure, $a$ was increased from 0 in steps of 0.1 until the $R^2$ of the fit exceeded a threshold value, in this case an acceptance criteria of $R^2 \geq 0.5$. The magnitude of $R^2$ was chosen to match the threshold value for the tracer flux ratio.
analysis methods (SM Text S1, Section 5). In the example trace, the dotted line is the final CH₄ expected trace, with a factor of $a = 1.4$. This factor was then used along with the known N₂O flow rate (N₂O released, in SLPM) to determine the minimum CH₄ emission from the site that would be detected, or the LODₚ (units of SLPM of CH₄):

$$\text{LOD}_p = a \times \text{N}_2\text{O} \text{ released.}$$

For this plume, with an N₂O release rate of 20 SLPM of N₂O, and including calibration factors, this method yielded a LODₚ of 36 SLPM of CH₄, or, equivalently, 1.42 kg CH₄ hr⁻¹.

This method assumes that any potential site methane emissions are co-located with the N₂O tracer, a good assumption as long as tracers were well-placed and transects were done far enough downwind (e.g. transects done at distances many times larger than the tracer – emission source distance). This procedure was repeated for each dual-tracer correlation plume, and the average of the LODₚ’s was used as the upper 95% confidence limit for the final site emission.

In order to determine smaller LODₚ’s and lower upper limits for these sites with no detected methane emissions, a combination of factors would be required: less baseline variation in CH₄ mixing ratio and better road access at intermediate distances downwind. These factors were typically fixed at a given site on any given day. However, measuring the same site under a different dominant wind direction would change road access and thus LODₚ. Another way to reduce LODₚ would be to perform multiple miniature dual tracer experiments on individual pieces of equipment, transecting the plume only tens of meters downwind while driving on facility property. Closer transects would result in smaller LODₚ’s. Such LODₚ minimization experiments were not attempted during this campaign, since the main goal was to do facility-scale measurements.

Results and discussion

Figure 2 shows final methane emission estimates in kg CH₄ hr⁻¹ for all measured sites in the Fayetteville study area (FV, circles) and the Denver-Julesburg study area (DJ, triangles). Sites are ordered by sector, basin and emission rate. The data points are colored by sector, with production sites in red, gathering in green, transmission in blue, and processing in purple. No transmission stations were sampled in the DJ; no processing plants were present in the FV play. Error bars are reported at the 95% confidence level. Subsequent sections explore and contrast the distributions by sector; the lognormal mode from those comparisons is shown (grey lines) for distributions with sufficient numbers of data points to produce a fit: FV production, gathering and DJ gathering. The full dataset of emissions is available as a supplemental spreadsheet in SM Dataset S1 and partially reproduced in SM Text S1, Section 12.

General trends in emissions from the four sectors are evident in Figure 2. First, production sites (wellpads, red) have lower CH₄ emission rates than the other larger facilities in the transmission, gathering and processing sectors, with a few exceptions. Though the DJ wellpad emissions are higher than the FV wellpad emissions, they should not be directly compared due to the deliberate and directed sampling of high-emitting wellpads in the DJ study. The other DJ sectors do not have this same bias, and we see that the bulk of the DJ gathering station emission rates fall within similar orders of magnitude (1–100 kg CH₄ hr⁻¹) as the FV results, with a lower most common emission rate (mode, grey lines).

Three active sites in the FV had no detectable emissions via tracer release: wellpads 40, 41 and 51. These sites are shown below the axis break in Figure 2. The LODₚ was determined individually for each valid dual-tracer correlation plume for each of these three sites (see methods section). The 95% upper confidence limit was then set as the average LODₚ for each site. The resulting upper limits extend from 0.7–12 kg CH₄ hr⁻¹, well within the range of most of other wellpad emissions. Other emissions with smaller rates were also successfully quantified. This illustrates the fact that these LODₚ determinations are highly dependent on the specific measurement conditions (wind direction/speed and ensuing road access as well as ambient methane background variations). In fact, for two of

![Figure 2: Measured methane emission rates with 95% confidence intervals. Facilities in the FV study area within the Fayetteville shale play (circles) and the DJ study area within the Denver-Julesburg basin (triangles) are shown. Points are colored by sector (red: production; green: gathering; blue: transmission and purple: processing). The most common emission rate (mode of a lognormal fit to the data) is shown for select distributions (grey lines). Sampling of these datasets was random, except for DJ wellpads (red triangles), which targeted high emitters. DOI: https://doi.org/10.1525/elementa.251.f2](https://doi.org/10.1525/elementa.251.f2)
these sites, small enhancements of methane (~100 ppb) were measured directly downwind of the equipment when driving on the wellpad; however, at distances appropriate for the tracer flux ratio experiment (400–700 m for these two sites), these enhancements were not detectable above background variations in CH₄.

Campaign design had a large impact on the data from the DJ and FV plays. The DJ campaign was conducted without site access, and while driving on public roads. These restrictions severely limited the number of candidate sites and decreased the success rate of tracer flux ratio measurements. Issues associated with this approach have been discussed elsewhere (Goetz et al., 2015). In the DJ study area, except for rare examples, the tracer releases were not optimally co-located with a site’s methane emissions. This precludes analysis via the preferred dual-tracer correlation method with the smallest expected error bars (\(x_{\text{0.05x}}\), where \(x\) is the emission rate, and error bars are not symmetric) and falls back on analysis via the area-area method with expanded method error bars of \(x_{\text{0.10x}}\) (see SM Text S1, Section 7). Low wind conditions during the 2-week DJ measurement campaign further limited the number of sites that could be sampled. In contrast, the FV campaign was conducted over a 3-week period with both site access and lease road access. Flexible site choice was allowed within sub-regions in order to adapt to changing wind directions day-to-day. Two mobile laboratories, tracer release vehicles and teams were also deployed. Overall, in the DJ basin, 25 sites (23 oil and gas sites) were attempted with tracer flux ratio, with 23 successful measurements (88% success rate). In the FV study area, 55 sites were attempted, with 52 successful measurements (94% success rate). Site access also required discussing the experimental plan with operators and addressing specific safety hazards at each location, leading to a longer setup time. Despite this, the sampling rate was only slightly lower in the FV vs. DJ: 2.5 sites/day/team in the FV vs. 2.8 sites/day/team in the DJ. Coordination efforts in the FV facilitated this rate, with an extra scientist managing daily site choice under evolving wind conditions.

Another characteristic that can be seen in Figure 2 is the symmetry in the data when plotted on a logarithmic scale. Indeed, this indicates that the emission rates are not normally distributed around the mode. This was also seen in previous studies (Yacovitch et al., 2015; Zavala-Araiza et al., 2015; Brandt et al., 2016) including the multi-basin studies of the production, gathering, processing and transmission sectors (Allen et al., 2013; Mitchell et al., 2015; Subramanian et al., 2015) for production, Mitchell et al. (2015) for gathering and Subramanian et al. (2015) for transmission. In order to better investigate and compare these measured distributions to the multi-basin studies, we compare histograms using statistical methods at 95% confidence. The data were binned in logarithmically increasing bin sizes, and each distribution was fit to a lognormal function \(P(x)\):

\[
P(x) = \frac{A}{\sigma \mu \sqrt{2\pi}} \exp \left\{ -\frac{(\ln(x - \mu))^2}{2\sigma^2} \right\}.
\]

The lognormal parameter \(\mu\) determines the location of the distribution. The lognormal parameter \(\sigma\) gives the shape of the distribution and should not be confused with a standard deviation; a larger \(\sigma\) leads to a heavier tail and a more skewed distribution where the peak of the distribution is much less than the arithmetic mean. Parameter \(A\) is a normalization factor. The distributions were left un-normalized to visibly retain the differences in sample size between the multi-basin and this paper’s results. For skewed distributions, the average does not give the most common emission. Instead, we considered the mode of the distribution, where the distribution peaks, which was calculated from:

\[
\text{mode} = \exp(\mu - \sigma^2).
\]

Figure 3 shows the results of the emission rate distributions from the FV study (gold) and from tracer release results published as part of recent multi-basin studies (Allen et al., 2013; Mitchell et al., 2015; Subramanian et al., 2015) for transmission sectors (Allen et al., 2013; Mitchell et al., 2015; Subramanian et al., 2015). The blue distributions correspond to tracer flux ratio measurements from multi-basin studies by Allen et al. (2013) for production, Mitchell et al. (2015) for gathering and Subramanian et al. (2015) for transmission. The gold distributions correspond to the data from the FV study region within the Fayetteville Shale play. Fits were done to a lognormal distribution and coefficients are reproduced in SM Text S1, Section 9. Green bars show production facilities undergoing unloading at the time of operation and were excluded from the fits. DOI: https://doi.org/10.1525/elementa.251.f3
et al., 2015) (blue). The three wellpads from the FV with no detected emissions are not shown on these logarithmically scaled plots. The FV transmission sector distribution has only 4 data points, and so no clear distribution shape is evident. An analogous graph to Figure 3 for the DJ study area is shown in SM Text S1, Section 8. The DJ dataset was too small to produce convincing distribution fits for most sectors; the deliberately skewed production sampling was also not appropriate for comparison.

Table 1 reports the emission rate results (kg CH₄·hr⁻¹) from the distribution fits shown in Figure 3. The mode of the lognormal distribution is reported, and provides a quick comparison of emission rate magnitudes. The distribution widths are characterized by the 95% confidence intervals such that 95% of the area under the distribution curve is accounted for. The full set of lognormal fit parameters and their 1-sigma uncertainties are reported in SM Text S1, Section 9. These 1-sigma uncertainties were used to compare the emission distributions. The distributions were considered equivalent if the μ and σ parameters (lognormal location and shape) between different fits agreed to within twice their 1-sigma uncertainties, i.e. their ±2 · (1-sigma uncertainty) error bars overlapped. An alternate method of comparison was also used: the Kolmogorov-Smirnov goodness-of-fit test (KS test) (Press et al., 1986), which probes whether a sample cumulative distribution function could be drawn from a reference distribution at a given confidence level (95% is used here). The test is most sensitive near the center of the distribution and less sensitive to the tails. The benefit of this test is that it does not assume a given distribution shape.

In Figure 3, it is immediately evident that the production sector has lower facility-level emission rates than either the gathering or transmission sectors: 0.98–1.0 kg CH₄·hr⁻¹ for production vs. 25–40 kg CH₄·hr⁻¹ for transmission and gathering. This holds both at the multi-basin scale and for the FV study region. The transmission and gathering sectors show similar emission rates. Processing plants were not included in any of the distributions above, since the dry and sweet Fayetteville shale play does not require significant processing and no processing plants were within the defined study area boundaries. Results for the wet-gas DJ study area are shown in SM Text S1, Section 8, with gathering emission rates lower than the multi-basin results at 11 kg CH₄·hr⁻¹ and sparse data in the production and processing sectors precluding distribution fits.

In comparing the production sector emission rates to previous results, we examine a few different datasets from the multi-basin study. First, we look at multi-basin data without regional distinctions. The multi-basin production study data from 19 tracer measurements are compared to

<table>
<thead>
<tr>
<th>Sector</th>
<th>Distribution Characteristic</th>
<th>Multi-Basin* Tracer Sites</th>
<th>FV Study Area</th>
<th>DJ Study Area</th>
<th>Multi-Basin* Published Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Emission Rate, in kg CH₄·hr⁻¹</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gathering</td>
<td>mode</td>
<td>25</td>
<td>40</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>width (95% CI)</td>
<td>12–3.3E3</td>
<td>15–7.3E2</td>
<td>4.5–75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>115</td>
<td>33</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Production</td>
<td>mode</td>
<td>0.98</td>
<td>1</td>
<td>n/a¹</td>
<td></td>
</tr>
<tr>
<td></td>
<td>width (95% CI)</td>
<td>0.39–48</td>
<td>0.36–12</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>19</td>
<td>10</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Throughput-Weighted Emissions, in %</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gathering</td>
<td>mode</td>
<td>0.44</td>
<td>0.19</td>
<td>n/a</td>
<td>&lt;1*</td>
</tr>
<tr>
<td></td>
<td>width (95% CI)</td>
<td>12–3.3E3</td>
<td>0.08–0.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>115</td>
<td>31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Production</td>
<td>mode</td>
<td>~0.10²</td>
<td></td>
<td>&lt;0.42³</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Allen et al. (2013); Mitchell et al. (2015).

¹ Widths are characterized by the 95% confidence interval (CI) for the distribution. See text.

² FV production sites undergoing unloading are excluded.

³ Sampling of the DJ production sector was deliberately skewed, and thus no distribution statistics are reported.

⁴ Mitchell et al. (2015) report that 85 of 114 gathering sites had throughput-weighted emissions <1%.

⁵ Insufficient N to report data from distribution fit. Approximate mode is noted instead.

⁶ Allen et al. (2013) report production sector emissions, including unloading, at 0.42% of gross gas production. FV results in this table deliberately exclude unloading.
data from the FV study area. The lognormal fit parameters (SM Text S1, Section 9) for the FV production data are not statistically different from the multi-basin study, based on either 2-sigma error bars or the KS test. In these results, 4 sites undergoing unloading (manual and plunger unloadings, shown in green in Figure 3) were excluded from the statistical analysis. The three wellpads with no detected emissions did not contribute to the lognormal fit (lognormal scaling does not contain zero). The wellpad data are shown on a linear x-axis scale in SM Text S1, Section 9, but a lognormal fit of this data did not converge. However, the KS test is independent of any fitting algorithm and shows that the full production pad distribution is statistically indistinguishable from the multi-basin study. The regional breakdown of the tracer flux ratio dataset in Figure 3 is available from the Allen et al. (2013) supplemental information. The data include 5 wellpad measurements in that study’s mid-continent region, which includes the FV study region. These 5 wellpads are clustered at higher emission rates than the rest of the distribution, and are statistically different from this study’s FV distribution of 17 wellpads (see SM Text S1, Section 10).

Concerns have been raised in recent years (Howard, 2015; Howard et al., 2015) over the validity of some Allen et al. (2013) results due to a failure mode of the Bacharach Hi-Flow Sampler used and due to possible biases in this same sensor for samples with high non-methane hydrocarbon (NMHC) content. These concerns have been examined and their implications analyzed elsewhere (Allen et al., 2015c; Alvarez et al., 2016). In the production pad comparisons shown in Figure 1, we look only at previous tracer flux ratio measurements; these data were also the only disaggregated results published (see the supplemental information for Allen et al., 2013). These tracer results do not include measurements made with the Bacharach sensor. In fact, all tracer and methane measurements examined in Figure 1 were done using laser-based trace-gas spectrometers identical to or competitive with those described here (SM Text S1, Section 1). These high-precision spectrometers measured diluted ppm or ppb-level methane signals (vs. % levels) and were neither exposed to nor affected by the same high levels of NMHC.

We note one particularly interesting point in the FV production data: wellpad 50 (Figure 2, red circle, top of graph) has an emission rate of 802 ± 210 kg CH₄ hr⁻¹, the largest emission rate measured in this study and nearly two orders of magnitude larger than any other wellpad measured in this basin. This site was measured during a manual unloading event vented directly to atmosphere, which lasted 4–8 hrs. Allen et al. (2013) measured 9 liquid unloadings as part of the 2013 study and 107 liquid unloadings in subsequent 2015 results (2015b); 12 of the latter are comparable to wellpad 50: manual unloadings without plungers from a region encompassing the FV study area. The emission rates during these 12 manual unloadings ranged from 125–1225 kg CH₄ hr⁻¹, well above the bulk of the production sites under normal operation (see SM Text S1, Section 10). The emission from wellpad 50 of 802 ± 210 kg CH₄ hr⁻¹ falls near the top of this range. In fact, three other wellpads were undergoing unloading activities during these measurements: wellpads 38, 42 and 44. All three underwent plunger unloadings with low frequency (for example 1 unloading lasting 2 minutes once per hour). All 4 of these wellpads undergoing unloading were excluded from statistical analyses. Additional details about the annual count and average duration of these routine scheduled episodic events are included in the work of Bell et al. (2017), where emissions from unloadings are incorporated into final results.

The FV gathering sector has an emission rate distribution that is not different from the multi-basin gathering results (Mitchell et al., 2015) at 95% confidence using either the 2-sigma uncertainties for the lognormal fit parameters μ and σ or the KS test. This is despite different distribution peaks of 40 kg CH₄ hr⁻¹ for the FV basin and 25 kg CH₄ hr⁻¹ for the multi-basin study, and highlights the importance of using such statistical methods (see SM Text S1, Section 11 for regional breakdown). Interestingly, data for the DJ basin suggest that the gathering facility emission rate distribution is statistically different from multi-basin results, with a similar lognormal σ parameter but a significantly lower mode of 11 kg CH₄ hr⁻¹ (see SM Text S1, Section 8).

The transmission sector in the FV basin includes 4 sites (67% of the basin’s transmission stations). This sample size does not allow for a clear distribution to be drawn, but the data largely fall within the umbrella of the multi-basin emission rates. One site (site 16, emission of 0.59±0.25 kg CH₄ hr⁻¹, with asymmetric 95% confidence intervals as calculated in SM Text S1, Section 7) is lower than any of the multi-basin transmission sector sites: this site was not operational and compressors were depressurized (vented). In fact, all compressors at the second smallest-emitting transmission site (site 9, 10 ± 6 kg CH₄ hr⁻¹) were also depressurized. In these cases, methane emissions can come from leaky valves that isolate the site from the rest of the high-pressure transmission line. The multi-basin study (Subramanian et al., 2015) sampled sites that also span these operational states.

The distributions of emitters shown in Figure 3 are lognormal in shape, with a heavy tail. In order to investigate this tail, we use the concept of a functional super-emitter (Zavala-Araiza et al., 2015): simply, a site that has a high emission compared to the facility throughput. Throughput data acquired from partner companies are available for a subset of sites from the FV study. From these results, a throughput-normalized emission was calculated, expressed in percent. These distributions are shown in Figure 4. Sites with no throughput information available are excluded from this plot. Site-specific gas composition, when available, was used to correct natural gas throughput to methane throughput. When not available, the median gas composition of all partner data was used (0.957 mol CH₄ per mol natural gas). Lognormal modes and distribution widths are reported in Table 1.

In Figure 4 the FV gathering results yield a throughput-normalized emission distribution that is lognormal and peaked at 0.19%; this can be compared to 0.44% for the multi-basin study (Roscioli et al., 2015). There were too few production facilities measured, and with known throughput, to allow for a converged fit. Still, the FV production distribution peaks at around 0.10%, excluding all unloading sites shown in dark green. No site-by-site
throughput data were published as part of the Allen et al. (2013) multi-basin study, precluding a direct comparison of distributions. However, they do report a final throughput-normalized emission of 0.42%, including unloadings. Excluding unloadings from the Allen et al. (2013) results would yield throughput-normalized emission rates <0.42%, consistent with our 0.10% estimate.

The Figure 4 production facility at >100% of throughput may be due to one or a combination of factors. 95% confidence limits on this particular data point are ±40% of throughput but alone are not enough to explain the discrepancy. The site’s throughput on the measurement day may have been higher than the average over the course of the study period. Alternatively or additionally, the throughput for the unloading well that was vented to atmosphere may have been significantly higher than the same well when it was delivering to the pressurized gathering line at 200–275 kPa above ambient (~30–40 psig).

Throughput-normalized emission is not a good metric for the transmission sector. Transmission compressor stations are often turned off during seasonal lulls in natural gas demand (Subramanian et al., 2015). The pipelines they serve are kept pressurized, and the compressor houses may be pressurized or vented. Emissions are still possible from such sites, but a non-zero emission with zero throughput results in a calculated throughput-normalized emission that is infinite. Two such zero throughput sites in the FV basin were measured. A fourth transmission site has unknown throughput and therefore unknown throughput-normalized emissions.

While the distribution of methane emission rates in the FV gathering sector is not statistically different from the multi-basin study, the story changes when examining throughput-normalized emissions. FV gathering shows significantly lower throughput-normalized emissions than the multi-basin study (0.19% vs 0.44%). This implies that the FV gathering sector is emitting less per unit of gas throughput than would be expected from multi-basin data alone. We leave to future studies any direct attribution of this lower proportional loss rate to basin characteristics such as wet/dry gas, type of equipment present, size of facilities and compressors, etc.

The most interesting aspect of these distributions is the difference in their shapes. The throughput-normalized emissions for FV gathering are lognormal in shape, as are the multi-basin gathering data. In contrast, the throughput-normalized emissions for FV production appear narrower and cannot be well fit by a lognormal function; this is likely due to the small number of sites included in the fit. Furthermore, while the two wellpads with highest throughput-normalized emissions were undergoing unloading, there are also two other unloading sites that fall within a similar percent range as wellpads that were not unloading. The tracer flux ratio experiment captures snapshots of the sites emissions, and so the duration and frequency of these plunger unloading events and their overlap in time with each individual downwind measurement will impact the final average emission rate. While these unloading sites were not included in any of the statistical analysis in this paper, such sites are important in understanding the overall emissions of the production sector and have been included in the results of Bell et al. (2017).

Summary

In this study, dual tracer flux ratio measurements of methane emission rates from oil and gas facilities were performed in two natural gas basins: the dry-gas Fayetteville Shale and the wet-gas Denver-Julesburg basin. A new method for empirical determination of the limits of detection for the tracer flux ratio method was developed, and demonstrated for three well pads with no detectable CH₄ emissions.

Representative sampling from the FV study area results in distributions of facility-level methane emission rates (in kg CH₄ h⁻¹) that are statistically indistinguishable from the previous multi-basin studies for both the gathering and production sectors. Transmission station results fall within the expected multi-basin distribution, except for a site that was decommissioned and vented with lower emissions. Conversely, when accounting for the amount of gas gathered at these sites, we find that the FV gathering sector has significantly lower throughput-normalized emissions than the multi-basin results.

Data are limited in the production sector both in number of FV study area measurements, and in throughput data for previous multi-basin results (Allen et al., 2013). As a result, we find no statistically significant difference in emission rates versus the multi-basin study and can make no statistical comparison of distributions with multi-basin throughput-normalized emissions.

Results from the DJ study area in the Denver-Julesburg basin show a gathering emission rate distribution that is statistically different in magnitude (lower) than the multi-basin study, but lack of throughput data...
precludes additional comparisons. The differences in data availability between the FV and DJ studies highlight the benefits of the FV study experimental design. Site access and flexible site choice lead to improved data quality (including reduced error bars), higher site quantification success rate, known gas throughput, and other inside knowledge about site operations and equipment.
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