Estimating natural gas emissions from underground pipelines using surface concentration measurements
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ABSTRACT

Rapid response to underground natural gas leaks could mitigate methane emissions and reduce risks to the environment, human health and safety. Identification of large, potentially hazardous leaks could have environmental and safety benefits, including improved prioritization of response efforts and enhanced understanding of relative climate impacts of emission point sources. However, quantitative estimation of underground leakage rates remains challenging, considering the complex nature of methane transport processes. We demonstrate a novel method for estimating underground leak rates based on controlled underground natural gas release experiments at the field scale. The proposed method is based on incorporation of easily measurable field parameters into a dimensionless concentration number, , which considers soil and fluid characteristics. A series of field experiments was conducted to evaluate the relationship between the underground leakage rate and surface methane concentration data over varying soil and pipeline conditions. Peak surface methane concentrations increased with leakage rate, while surface concentrations consistently decreased exponentially with distance from the source. Deviations between the estimated and actual leakage rates ranged from 9% to 33%. A numerical modeling study was carried out by the TOUGH3 simulator to further evaluate how leak rate and subsurface methane transport processes affect the resulting methane surface profile. These findings show that the proposed leak rate estimation method may be useful for prioritizing leak repair, and warrant broader field-scale method validation studies. A method was developed to estimate fugitive emission rates from underground natural gas pipeline leaks. The method could be applied across a range of soil and surface covering conditions.

1. Introduction

Natural gas has emerged as an attractive alternative to coal and oil because its combustion emits less carbon dioxide (CO2) per unit energy, and it will likely remain a key heating fuel until more sustainable renewable fuels reach maturity. However, as methane (CH4), the primary component of natural gas (NG), is a potent greenhouse gas (GHG, having a global warming potential of 86 times greater than CO2 over a 20-year horizon) [IPCC, 2013], fugitive emissions from leaking NG pipelines have adverse environmental implications. Underground NG leaks are of particular concern, as they are not only difficult to detect and quantify, but also impose substantial safety concerns. Methane from underground NG leaks can accumulate in, and migrate through, subsurface environments and ultimately be released into the air or a substructure (Vetter et al., 2019), potentially causing explosions. Therefore, identification and repair of underground NG leaks is critical to protect public safety and the environment.

Several studies have sought to quantify anthropogenic methane emissions within local natural gas distribution pipelines (Gallagher et al., 2015; Jackson et al., 2014; Lamb et al., 2016; Phillips et al., 2013; von Fischer et al., 2017; Weller et al., 2018). For underground pipeline leak response efforts, bottom-up, local-level methods such as the surface enclosure and external tracer methods are commonly applied (Lamb et al., 2016; Weller et al., 2018; Zimmerle et al., 2017). The surface enclosure method estimates
underground leak rates by entraining underground gas in the air flow controlled by a Hi-Flow Sampler equipped with a surface enclosure, and then calculating leakage rate based on measured methane concentrations (Lamb et al., 2016, 2015; National Academies of Sciences, 2018; Weller et al., 2018). This method relies on the assumption that the leaking gas is captured, either by a single surface enclosure that is 1 m x 1 m in size (National Academies of Sciences, 2018) or a series of gridded enclosure placements to overcome the spatial limitation (Lamb et al., 2015). However, as previous results suggest that the methane expression area at the ground surface above an underground NG leak can extend across up to 6 m along the pipeline right-of-way for large leaks (Ulrich et al., 2019), it is possible that the surface enclosure method does not capture enough gas to support this assumption (Weller et al., 2018).

External tracer methods estimate methane leakage rates via release of a tracer gas at a known rate near the presumed source and measurement of downwind concentrations of tracer gas and methane. This method relies on two assumptions that could potentially be compromised due to inconsistent wind conditions: (i) complete mixing of methane and the tracer gas at the downwind measurement location, and (ii) highly similar co-dispersion of the tracer and target gas (methane) between source and measurement location (Roscioli et al., 1995; National Academies of Sciences, 2018; Roscioli et al., 2015; Shorter et al., 1997; Subramanian et al., 2015; Yacowitch et al., 2017). These methods require sophisticated instrumentation and measurement processes and advanced instrumentation that may not be readily available for routine field applications. On the other hand, taking advantage of existing resources such as walking survey data routinely collected by survey teams provides an efficient way to determine leakage rates. Though there has been less focus on the estimation of underground methane leakage rates using data collected during traditional walking surveys (e.g., surface concentration data), this information could be integral in prioritizing leak repair efforts.

Gas companies routinely perform walking surveys to inspect gas distribution pipelines and infrastructure for leaks, during which a portable, handheld methane detection device with parts-per-million level sensitivities is used to read surface methane concentrations (Weller et al., 2018). When a leak is located, surveyors approximate leak size and grade them from 1 to 3 based upon proximity to structures, rather than emission rate or leak size. This leak grading scheme is not applicable to estimation of GHG emissions from pipeline leaks. Simple and rapid methods to accurately quantify underground NG leak rates would thus enable better prioritization of underground NG leak response efforts. At a minimum, these methods should (i) be easily incorporated into common practices such as walking surveys, (ii) be based on readily measurable parameters, and (iii) have a verified accuracy. Controlled underground NG release experiments could enable both verification of estimation accuracy, as well as evaluation of relationships between leakage rate and parameters that are readily measurable during the walking surveys. Overall, bottom-up underground methane leakage rate estimation methods that account for methane transport in the shallow vadose zone could potentially lead to better understanding, quantifying, and tracking of emissions from individual emission sources.

We herein demonstrate a point-source bottom-up method to rapidly estimate underground NG leakage rates that is based on parameters that are readily measurable during walking surveys, and also incorporates an understanding of relevant subsurface methane transport processes. A dimensionless concentration number is proposed as a means of representing observed surface methane concentration distributions above an underground source, which considers fluid and physical system characteristics that control subsurface gas migration processes. Controlled underground NG release experiments were conducted at a field scale to verify the method and quantify its accuracy. To further evaluate how leak rate and subsurface methane transport processes affect the resulting methane surface profile, numerical modeling of methane transport in the shallow vadose zone and atmospheric domains was evaluated with a TOUGH3 simulator. The approach demonstrated herein could potentially enable rapid, evidence-based decision-making processes for leak repair prioritization efforts, allowing operators to more effectively target leaks that impose the greatest risk to the environment and public safety. These findings warrant broader field-scale method validation studies to assess the accuracy of the method over a wider range of conditions.

2. Materials and methods

Testbed configurations. Experiments were carried out at the Methane Emission Technology Evaluation Center (METEC), at Colorado State University in Fort Collins, CO, USA (Colorado State University, 2020). The site contains pipeline testbed sections that vary in configuration, allowing for simulation of underground NG pipeline leaks at known leakage rates. Subsurface conditions can be continuously monitored using soil moisture, temperature and pressure sensors installed in each testbed. The site also contains a meteorological station that measures windspeed, wind direction, barometric pressure, temperature, and humidity at 6 m above the ground. Wind speed and direction directly above the testbeds were also collected during each test using an ATOMS 22 portable ultrasonic anemometer and a ZL6 datalogger (METER Group, Inc.) recording at a 0.1 Hz frequency.

A generalized schematic depicting the underground testbeds is shown in Fig. 1A. Each testbed contains at least one underground 10 cm diameter polyvinylchloride (PVC) pipe (to simulate a realistic underground obstruction) running adjacent to stainless steel tubing which delivers the gas to underground controlled release points. Regulators, meters and valves control the natural gas release rate. The PVC pipes, while not filled with gas, provide subsurface conditions representative of a subsurface pipeline. Vapor implants (7.6 cm, Model 213860, Geoprobe, Salina, KS) at nearby underground locations enabled collection of subsurface gas samples and subsequent concentration measurement by gas chromatography mass spectrometry according to previously described methods (Ulrich et al., 2019) (see SI Appendix for details). Subsurface gas concentrations were used to calibrate the numerical model.

Two testbeds (Testbed A and B) were used in this study (Fig. 1B). Testbed A contains two pipelines: one pipeline with an adjacent stainless steel gas line (east–west, 0.91 m deep) and an additional pipeline without an adjacent gas line (northeast–southwest, 0.61 m deep). The additional intersecting pipeline simulates another co-located underground utility, as would be expected in a residential area. Testbed B contains only a single pipeline (east–west, 0.91 m deep), and is intended to simulate a rural area with no co-located or intersecting underground utilities. Excavations were backfilled with natural soil (soil texture classification: fine sand to loamy fine sand), such that the resulting permeability of the soil in the pipeline trenches is higher than that of the undisturbed soil (see prior publications (Mitton, 2018; Ulrich et al., 2019) for additional details). The coordinate system in Fig. 1 will be used for subsequent discussions. The origin [0 m, 0 m, 0 m] is located at the ground surface directly above the underground gas release point.

Experimental procedure. Surface measurements (i.e., measurements directly at the ground surface) were collected using a Gas-Rover (Bascom Turner Instruments VGI-201, CH₄ accuracy is greater of 20 ppm or 2% of reading at 1 Hz) equipped with a cone-
shaped surface probe that enabled collection of surface flux data without wind interference. Surface measurements were collected over a 10 m × 8 m area of the testbed, centered above the leak location. The 10 m × 8 m area of the testbed was structured in a 15 × 9 grid. Surface CH₄ concentrations were measured at 135 grid points from north to south. As surface concentration measurements fluctuated over each measurement period with the Gas-Rover, surface methane measurements are reported as the maximum concentration observed over a 1–2 min measurement time.

A summary of the experimental and weather conditions for each experiment is shown in Table 1. Four steady state experiments were conducted with various flow rates (Exp. 1–4) while one transient experiment was carried out for numerical model calibration (Exp. 5). For steady state experiments, underground gas flow was initiated at least 12 h prior to measurement collection. Preliminary experiments indicated that gas reaches steady state in the testbed within approximately 8 h (Mitton, 2018). Depending on the experiment, flow rate (reported at kg/h of methane) was varied from 0.08 kg/h to 0.32 kg/h to represent a range of magnitudes for underground pipeline leaks. Though predicted leak rates based on above-ground concentration data from vehicle surveys are typically less than 0.1 kg/h (Lamb et al., 2016; von Fischer et al., 2017; Weller et al., 2018; Zimmerle et al., 2017); the relatively large simulated leak rates from the present study are justified given our goal to prioritize large and potentially dangerous leaks. Previous results indicated that the diurnal changes in weather conditions experienced over the duration of each experiment (approximate 8 h) had little effect on the subsurface plume (Ulrich et al., 2019).

2.1. Numerical modeling

Simulations were performed using the multiphase flow
simulator, TOUGH3, combined with the equation of state module, EOS7CA to represent the CH₄ migration. TOUGH3/EOS7CA models Darcy flow and Fickian diffusive transport containing five components (water, brine, methane, air, and gas tracer) in gaseous and aqueous phases at near-ambient air pressures and temperatures (Oldenburg et al., 2010). The EOS7CA module was previously applied for modeling gas transport in the shallow subsurface (Lewicki et al., 2007; Oldenburg et al., 2010). Pressure and temperature dependent molecular diffusion coefficients are applied to model gas diffusion. In this work, diffusion is dominated by Brownian motion, and Knudsen diffusion is assumed to be negligible due to large pores in the soil. The thermodynamic properties of real gas mixtures are calculated by the Peng-Robinson equation of state. TOUGH3 calculates solubility of the gas components by Henry’s law using methods outlined by Cramer (1982) to estimate Henry’s law coefficients. Henry’s law was applied to restrict the solubility of gaseous methane in the aqueous phase, and yields accurate predictions for pressures less than 1 MPa, as considered in this study (Oldenburg, 2015). The capillary pressure-saturation relationship and relative permeability are described using typical methods (Mualem, 1976; van Genuchten, 1980). A full description of the model equations can be found in Oldenburg (2015) and Jung et al. (2018).

Simulations were performed using a 3D computational domain, consisting of the porous subsurface system and an additional atmospheric system with discretized 89,600 grid blocks (Fig. 2). The subsurface domains were divided into two sections: disturbed and undisturbed soil, representing the excavated and backfilled pipeline region and undisturbed surrounding region, respectively. A horizontal well was installed in the disturbed soil section at a depth of approximately 1.0 m to represent the pipeline, and a dummy pipeline was treated as a fracture which was assigned at 0.61 m. A Dirichlet boundary condition (i.e. constant pressure) was imposed on the boundaries as shown in Fig. 2. In the atmospheric domain, a constant pressure was assigned between the upstream and downstream boundaries of the surface layer. All simulations were run under non-isothermal conditions. Prior to the simulation, steady-state gravity capillary equilibrium was reached by simulating the domain without gas release from the well.

The numerical model was calibrated according to the transient data for measured subsurface concentrations in Testbed A from Exp. 5. As the objective was to assess how leak rate and subsurface conditions affect the resulting methane concentration profile at the ground surface, the model was calibrated according to subsurface concentrations. Subsurface methane samples were collected at 0.41 m below ground (directly above the emission point) over 16 h, and the CH₄ concentration was measured by gas chromatography (GC). The soil properties (i.e., permeability and porosity) were adjusted to match experimental data (Exp. 5) although the properties within Testbed A were previously measured (Mitton, 2018).

3. Results and discussion

Surface methane distribution results. Surface concentration results are shown in Fig. 3 for Testbed A (Fig. 3A–C) and Testbed B (Fig. 3D). Surface concentrations were measured twice during Experiment 2 (Fig. 3B and S2), indicating a shift in wind speed during the experiment from 2.8 ± 1.3 m/s to 3.8 ± 0.9 m/s resulted in minimal changes to the surface concentration profile. The methane surface expression area increased for Testbed A as the leak rate was increased from 0.08 kg/h to 0.27 kg/h. As expected, methane migrated preferentially along the pipeline trench, likely due to the higher permeability of the trench soil versus the undisturbed soil. The oblong shape of the surface plume for the testbed B also reflected preferential migration along the pipeline trench. However, despite a slightly higher flow rate (Exp. 3 vs. Exp. 4), the plume for testbed B did not extend as far along the trench: the plume for testbed B extended approximately 4 m from the source, versus approximately 5 m for testbed A. This may have been caused by differences in the soil structure and pore geometry (permeability) of the trench and undisturbed soils between the two testbeds, suggesting that even small variations in the flow path due to soil heterogeneity can have significant effects on the macroscopic transport.

Dimensionless number development. The surface expression concentrations for Exp. 1, 2, and 3 are plotted with distance from

Table 1
Summary of experimental conditions. Flow rates are reported as kg/h of methane. The reference wind speed is the wind speed measured at 6 m height and averaged over the duration of the experiment. Error values for the wind speed and flow rate (standard deviations) are noted in parentheses.

<table>
<thead>
<tr>
<th>Exp. #</th>
<th>Exp. Ref.</th>
<th>Testbed</th>
<th>Steady state/transient</th>
<th>Flow rate (kg/h)</th>
<th>Reference windspeed (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A-SS-0.08 kg/h</td>
<td>A</td>
<td>Steady state</td>
<td>0.08 (0.01)</td>
<td>2.6 (1.0)</td>
</tr>
<tr>
<td>2</td>
<td>A-SS-0.18 kg/h</td>
<td>A</td>
<td>Steady state</td>
<td>0.18 (0.01)</td>
<td>3.5 (1.2)</td>
</tr>
<tr>
<td>3</td>
<td>A-SS-0.27 kg/h</td>
<td>A</td>
<td>Steady state</td>
<td>0.27 (0.01)</td>
<td>2.3 (1.0)</td>
</tr>
<tr>
<td>4</td>
<td>B-SS-0.32 kg/h</td>
<td>B</td>
<td>Steady state</td>
<td>0.32 (0.01)</td>
<td>2.7 (1.0)</td>
</tr>
<tr>
<td>5</td>
<td>A-TR-0.19 kg/h</td>
<td>A</td>
<td>Transient</td>
<td>0.19 (0.01)</td>
<td>2.4 (1.6)</td>
</tr>
</tbody>
</table>

Fig. 2. (A) Domain discretization is illustrated and (B) the cross-sectional view of the brown dashed line CC’ in (A) is depicted. The boundary conditions are shown on all sides. The yellow line represents the ground surface. The red dot is an emission point at 1 m below the ground. The disturbed soil is shaded in blue while the undisturbed soil is in purple. The horizontal and vertical black lines represent the Cartesian grid. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
the emission source in Fig. 4A, revealing trends in the concentration profiles associated with increasing leak rate. Under the simple surface conditions evaluated herein (bare or poorly vegetated sand soil without impermeable surface cover), concentrations decrease rapidly with distance from the source. At distances greater than 2.5 m, the surface concentration shows little dependence on leak rate relative to peak concentrations, while the surface concentration directly above the leak shows an approximately linear increase with leak rate (Fig. 4B). These observations suggest that it may be possible to generalize the surface concentration profile in a manner that is independent of leak rate.

A dimensionless term incorporating soil and fluid properties was derived to reflect subsurface conditions and the gas characteristics. Previous studies assessing methane transport in the shallow vadose zone have revealed that subsurface methane migration, driven primarily by advection and diffusion, is strongly affected by soil properties (e.g., permeability and moisture content) (Deepagoda et al., 2018; Felice et al., 2018; Mitton, 2018; Poulsen et al., 2001, 2003; Praagman and Rambags, 2008; van den Pol-van Dasselaar et al., 1998) and to a lesser extent by atmospheric properties (e.g., wind and changes in atmospheric pressure) (Deepagoda et al., 2018; Forde et al., 2019). This dimensionless concentration number, \( \varepsilon \), is shown in equation (1):

\[
\varepsilon = \frac{ckk_{rg}v_{g}z}{q_{f}x_{b}}
\]

where \( c \) is methane concentration at the ground surface (mol/m\(^3\)), \( k \) is absolute permeability (m\(^2\)), \( k_{rg} \) is relative permeability of gas (fraction), \( \phi \) is total porosity (fraction), \( v_{g} \) is the kinematic viscosity of methane (m\(^2\)/s), \( x \) is the distance from the leak source (m), \( b \) is the maximum length of methane extent at the ground surface (m), \( z \) is the depth to top of the leaking pipeline (m), and \( q \) is the methane leakage rate (mol/s). The average permeability of the soil in the testbed A was calculated from saturated hydraulic conductivity measured previously (Mitton, 2018). The porosity and water saturation were measured by a gravimetric method in the lab. The length of methane migration, \( b \), is determined according to the location in the testbed where the surface concentration drops to a threshold level that is above background levels (here we use a threshold level of 300 ppm). The threshold level was determined based on the accuracy of the device used for surface measurements; the relative error of Gas-Rover (accuracy of greater of 20 ppm or 2% of reading) becomes less than 10% of the measurement when the concentration level is greater than or equal to 300 ppm. Thus, the threshold level was set to be at 300 ppm to
minimize uncertainties in methane concentration. The depth of pipeline, z, is known, and constant throughout the testbed. This equation considers how methane surface concentration profiles are affected by soil and fluid properties that are either known, measurable, or can be estimated based on soil texture classification. A detailed description of the calculation of $\varepsilon$ is shown in the SI.

We hypothesize that if $\varepsilon$ is known for site-specific soil conditions, the leakage rate can be estimated based on the measured methane surface concentration profile (i.e., $\varepsilon$ vs. $x$). An empirical correlation of dimensionless concentration for specific soil texture can be derived from experiments, and then, the formulation of $\varepsilon$ (Equation (1)) is rearranged to estimate leakage rate. It is important to emphasize that the methane concentration for $\varepsilon$ is measured at the ground surface, and that $\varepsilon$ will change depending on the soil conditions. The proposed dimensionless concentration number approach assumes (1) uniform soil properties throughout the testbed and (2) uniform distribution of water in soil. Different surface covers such as asphalt and concrete were not evaluated and may affect gas migration and surface readings. Further, for an actual underground NG leak, the distance between a measurement point and leak location cannot be known a priori. In this study, we assumed that the maximum surface concentration is located directly above the leak. While this may not be true for all cases, it is a suitable approximation if the goal of the method is to estimate leak size rather than leak location. The novelty of the approach is a simple, rapid estimate of underground NG leak rates using surface CH$_4$ concentrations measured regularly during walking surveys.

To derive an empirical correlation that could be used to demonstrate the dimensionless number leak rate estimation method, we used the best-fit exponential correlation of $\varepsilon$ vs. $x$ according to the surface concentration data from the controlled release experiments with varying leak rates (Exp. 1–3, testbed A). The parameters used to calculate $\varepsilon$ are listed in Table 2. Equation (2) shows the resulting best-fit equation for the empirical correlation of $\varepsilon$ as a function of distance from the center of the surface plume.

$$E = Ae^{Bx}$$

where $A$ and $B$ coefficients with the 95% confidence interval (CI) in brackets are $A = 5.90 \times 10^{-17} [3.94 \times 10^{-17}, 8.57 \times 10^{-17}]$ and $B = -1.62 [-1.75, -1.49]$, respectively. The confidence interval was determined by the bootstrap method.

The empirical correlation based on the data from testbed A (Exp. 1–3) was used to demonstrate the method for calculation of the leakage rate for Exp. 1–4. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$. The rate was determined by the method of least squares, finding the best-fitting linear curve between $1/E$ and $x$.
vs. 1/qf. The reciprocal of the best fit line slope represents the leakage rate (see SI Appendix for details). The data points (total of n = 144 points) measured within 2.5 m from the source were used to achieve the best results. The accuracy of the prediction is illustrated in Fig. 5A by comparison of the estimated rate to the 1:1 line. The 90% confidence interval calculated by the bootstrap method is shown in error bar. When the true and estimated rates are compared in a multiplicative relationship (i.e., y = Ax), the ratio yields 1.10 (95% CI = [0.88, 1.32], n = 4). The differences between true and estimate values range from 9% to 33% (average of 18%). A previous study found differences in the estimated rates between the surface enclosure and external tracer method, the estimated rate from the enclosure method was 0.029 kg/h lower than the external tracer method on average (Weller et al., 2018). Overall, these results indicate that the method was 0.029 kg/h lower than the external tracer method on average, considering 10% (Fig. 51). The experimental results reflect previous findings that subsurface methane concentrations can be greater than or equal to 80 vol% in the vicinity of the leak point after steady state is reached (Okamoto and Gomi, 2011). The calibrated model simulations resulted in an 8% higher steady state subsurface methane concentration than observed in the experiment. The remaining amount of air in the pore space at steady state for the experiment was 13%, which is considered high since air is a non-wetting phase that can be easily displaced by methane. Previous experimental and modeling results have shown that upward flow due to buoyancy and pressure-gradients forces methane to replace air in subsurface pore space (Spangler et al., 2010; West et al., 2015). This deviation could be caused by variability in soil conditions likely created by preferential flow paths for methane and left air trapped in pore, or by experimental error involved in sampling subsurface methane. **Numerical model simulations.** Numerical simulations with the calibrated model were run to determine if simulated transport processes in the shallow vadose zone and the near-surface atmosphere reflect observed trends in the surface concentration profile. Simulations of methane injection from the horizontal well were run with the calibrated model over a range of rates, from 0.01 kg/h up to 0.3 kg/h, including the same rates as Exp. 1–3 (0.08, 0.18, and 0.27 kg/h) as well as two lower rates (0.01 and 0.05 kg/h).

The simulated surface expression profiles in general reflected the trends observed in the experiments (Fig. 5E). As observed in experiments, the maximum surface concentration increases as the leak rate increases. While the simulation predicted the maximum surface concentration to be directly above the leak source, the observed maximum surface concentrations were consistently located at [-0.25 m, -1 m], or SW of the leak location along the upper pipeline trench (running SW to NE). This suggests that variability in soil conditions created preferential flow paths, causing surface measurements to deviate from simulations. Further, the simulated methane surface expression area expanded

---

**Table 3**

Physical properties and transport parameters of the two porous media for the calibrated model.

<table>
<thead>
<tr>
<th></th>
<th>Disturbed soil</th>
<th>Undisturbed soil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total porosity, $\phi$</td>
<td>0.45</td>
<td>0.40</td>
</tr>
<tr>
<td>Absolute permeability, $k$</td>
<td>$3.05 \times 10^{-14}$ m$^2$</td>
<td>$2.60 \times 10^{-14}$ m$^2$</td>
</tr>
<tr>
<td>Initial gas saturation, $S_g$</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>Capillary pressure, $p_c$</td>
<td>van Genuchten$^{ab}$</td>
<td>van Genuchten$^{ab}$</td>
</tr>
<tr>
<td>$\lambda = 0.75, S_p = 0.050, a = 5.50 \times 10^{-6}$ Pa$^{-1}, \rho_{max} = 1 \times 10^9$ Pa, $S_{gr} = 0.45$</td>
<td>$\lambda = 0.75, S_p = 0.050, a = 5.50 \times 10^{-6}$ Pa$^{-1}, \rho_{max} = 1 \times 10^9$ Pa, $S_{gr} = 0.45$</td>
<td></td>
</tr>
<tr>
<td>Relative permeability, $k_r$</td>
<td>van Genuchten$^{ab}$</td>
<td>van Genuchten$^{ab}$</td>
</tr>
<tr>
<td>$\lambda = 0.75, S_p = 0.053, S_{gr} = 0.45, S_{gr} = 0.03$</td>
<td>$\lambda = 0.75, S_p = 0.053, S_{gr} = 0.45, S_{gr} = 0.03$</td>
<td></td>
</tr>
<tr>
<td>Temperature, $T$</td>
<td>30$^\circ$ C</td>
<td>30$^\circ$ C</td>
</tr>
</tbody>
</table>

$^a$ Pruess (2005).

$^b$ van Genuchten (1980); $\lambda$ is m in van Genuchten (1980).
SW to NE along the upper pipeline trench as the leak rate was increased, which is expected given that there is a lower upward migration distance to reach the surface. These simulation results reflect the trends observed for Exp 1 and 2 (Fig. 3A and B) with flow rates of 0.08 and 0.18, respectively. However, for the highest leak rate of 0.27 kg/h, the simulations show the surface expression area to continue to expand along the upper pipeline trench (Fig. S6F), while the experimental results show that the surface plume expanded to the lower pipeline trench (Fig. 3C). Localized surface concentration maxima above the lower pipeline trench (at locations [0 m, 0.75 m] and [0 m, −1.5 m]) suggest that preferential flow paths developed above the lower pipeline at this high flow rate, causing lateral expansion of the surface expression layer along the lower pipeline trench. Overall, comparison of the simulations and experimental results show that model predictions reflect experimental results for experiments with leak rates from 0.01 to 0.3 kg/h.

The leak rate estimation method was further applied to calculate leak rates based on simulated surface methane concentration profiles to assess how preferential flow paths may affect the leak rate calculation (Fig. S9). This analysis showed that the difference between the actual and predicted leak rates ranges from 5% to 58%, averaging 51%. This is because the gas escaping along preferential flow paths is not accounted for in the model. However, it is possible that the method can still be used for quantitative leak rate estimation up to a certain threshold leak rate, as that the majority of leaks in urban areas are less than 0.1 kg/h (Weller et al., 2018). Further, while quantitative calculations may be less certain at higher flow rates, surface profile characteristics may be used to make qualitative assessments of the relative size of large leaks, aiding in efforts to prioritize leak repairs.

4. Conclusions

Data and analysis presented here indicate that a well-characterized ε could provide a better analytic tool for estimating leak rate, using measurements that are readily performed during a leak survey. The basis of the method is the hypothesis that the methane surface expression area resulting from an underground leak is primarily controlled by transport processes in the subsurface. Comparisons of observed and simulated concentration profiles support this hypothesis, providing evidence that the method could be applied across a range of soil and surface covering conditions. As demonstrated by the work at METEC, future work is to further verify the method under a wider range of field conditions and run field measurements to the method on real leaks. Results from this study indicate that accuracies approaching those of current above-ground measurement methods may be achievable using substantially less labor-intensive approaches. This could enable broader adoption of leak size estimation into leak survey protocols, leading to concomitant improvements in both greenhouse gas emissions and safety classification.
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